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The following is intended to outline our general product direction. It is intended for information 
purposes only, and may not be incorporated into any contract. It is not a commitment to deliver 
any material, code, or functionality, and should not be relied upon in making purchasing decisions. 

The development, release, timing, and pricing of any features or functionality described for Oracle’s 
products may change and remains at the sole discretion of Oracle Corporation.

Safe harbor statement
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• PhD from EPFL in Lausanne, Switzerland
• Joined Oracle in 2018

• Oracle Labs
• MySQL HeatWave since 2024

Who am I?
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• GenAI in a Nutshell
• HeatWave GenAI Ecosystem
• Challenges
• Examples of Applications built with HeatWave GenAI

Agenda
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What follows is a conversation 
between a user and a helpful, very 
knowledgeable AI assistant.

User: Give me some ideas for what 
to do when visiting Brussels.

AI Assistant: Sure, there are plenty 
of things to do in

Transformers: Heart of Generative AI

1/31/25

Brussels 95%
the 0%
beautiful 0%
this 1%
Belgium 4%
when 0%
a 0%
…
once 0%

TransformerTransformerTransformerTransformerTransformer
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Esteemed 
scientists

Nobel-prize

Marie Curie

Max Planck

circa 1899

year 1901

turn of the 
century

Embeddings
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Louis 
Armstrong

1950

far away in 
vector space

far away in 
vector space

Vector Space • Each point represents vector embedding of 
data. Data similar in semantic meaning are 
closer in Vector Space

• Can be applied to various kinds of data (such 
as words, sentences or documents, but also 
images or audio)

• Enables searching data semantically (instead of 
keyword search)

• E.g. “Esteemed scientist” search key word is 
contextually close to Max Planck or Marie Curie



Copyright © 2025, Oracle and/or its affiliates7

Vector Store

1/31/25

Proprietary
Data

Parsing & 
Segmentation

Tokenizatio
n

 

N-Dimensional
Vectors inserted into

Vector Database

Embedding

Vector Embedding Creation
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Vector Store

Retrieval Augmented Generation (RAG)

1/31/25

LLMTraining corpus:
- Common crawl
- Books
- Wikipedia …

EmbeddingsSimilarity Search

1. Query

2. Embedded query

3. Context

4. Response

Private or 
enterprise data

• Language models excel at processing information
• They lack the ability to interact with the outside 

world

• Empower LLM to interact with external data
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Example of Using RAG

1/31/25

User LLM

What is HeatWave?

Heatwave represents 
extreme heat ……

No domain-specific knowledge

User LLM + RAG

What is HeatWave?

HeatWave is an in-
memory, massively 
parallel, hybrid columnar 
data-processing engine 
…...

HeatWave docs
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HeatWave GenAI Ecosystem

1/31/25



Copyright © 2025, Oracle and/or its affiliates11

Generative AI with MySQL HeatWave

• A single system that takes advantage of Machine Learning and Generative 
AI

• Ask questions in natural language and get back answers 
• Query user’s documents stored in the object store and get relevant 

information
Object Store

Database 
exports

MySQL HeatWave

Generative AI Vector storeAnalytics, 
AutoML LakehouseOLTP Autopilot

1/31/25
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HeatWave offers customers a choice to run LLMs

1/31/25

Select from a variety of pre-trained LLMs for different use cases

In-HeatWave LLMs

 Native execution within the HeatWave database – data does not leave HeatWave

 Good tradeoff between price and generation quality by using smaller LLMs like 
Llama3-8B and Mistral-7B

OCI Generative AI Service LLMs

 Excellent output quality by using large foundation models like Cohere-
command-r and Llama3.1-70B 

 Comparatively higher costs since they run on GPUs
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VECTOR is a first-class citizen now
New Vector Datatype in HeatWave & MySQL

1/31/25

New distance function for similarity search
• EUCLIDEAN (L2)
• COSINE
• DOT

mysql> CREATE TABLE wikipedia (
           title VARCHAR(1024),
           page_data TEXT,

  page_url TEXT,
           page_embedding VECTOR(1024));

mysql> SELECT page_url,
       DISTANCE(page_embedding, 
@query_embedding, "COSINE") 

as distance
       FROM wikipedia
       ORDER by distance DESC LIMIT 10;

Vector as 
first-class 
data type

MySQL 
query 
syntax
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 Vector Store Pipeline

1/31/25

Part 1

Discover 
user 
documents

Parse data 
from 
documents

Extract 
metadata

Split data 
into 
segments

Choose 
embedding 
model

Create 
vector 
embeddings

Design 
vector store

Insert 
metadata + 
segments + 
embeddings 
into vector 
store

Ensure 
consistency 
of ML model 
when 
querying

Create a vector store

Part 2 Use vector store with LLMs

Ask a 
question

Choose 
embedding 
model

Create 
query 
embedding

Select 
Vector store 
to search

Select 
search 
algorithm

Select 
search 
results

Create 
prompt 
with search 
results and 
guard rails

Select LLM Get results
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All system resources are optimized by HeatWave
HeatWave Vector Store

HeatWave StorageCustomer Bucket HeatWave Cluster

Vector Store tableOIT 
Parser 

OIT 
Parser 

OIT 
Parser 

Encode
r document_name segment embedding

a.pdf Hello World [1.0, 2.0, ..]

a.pdf Program [0.5, 3.5, ..]

a.pdf MySQL is.. [0.5, 3.5, ..]

b.pdf Quick 
brown .. [1.0, 2.0, ..]

b.pdf Game on [0.5, 3.5, ..]
Distribute 

across 
clusterSegmente

r

Segmente
r

Segmente
r

Encode
r 

Encode
r 

Faster than generating vector store at the application 
layer

1/31/25
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SQL> CALL sys.vector_store_load("oci://bucket@namespace/path/", 
@optional_params)

SQL> CALL sys.ML_RAG("What is HeatWave?", @NL_response, @optional_params)

Part 1 Create a vector store

Part 2 Query the vector store 

Simpler and faster

No additional cost
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Combines LLMs, Lakehouse Ingest and Vector Store
Generative AI in MySQL HeatWave

1/31/2517

HeatWave Cluster

HeatWave Node

MySQL Node

7. Prompt 
Generation

 5
. Q

ue
ry
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be
dd
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g

6. Similarity 
Search 

1. Load Documents

Object Storage

q

q

q

ML Models 
bucket

Customer Bucket

Vector Store

Foundation 
models

HeatWave Storage

LLM
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Combines LLMs, Lakehouse Ingest and Vector Store
Generative AI in MySQL HeatWave
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2. Distributed 
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generate 
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Combines LLMs, Lakehouse Ingest and Vector Store
Generative AI in MySQL HeatWave
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Combines LLMs, Lakehouse Ingest and Vector Store
Generative AI in MySQL HeatWave
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Combines LLMs, Lakehouse Ingest and Vector Store
Generative AI in MySQL HeatWave
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Combines LLMs, Lakehouse Ingest and Vector Store
Generative AI in MySQL HeatWave
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Combines LLMs, Lakehouse Ingest and Vector Store
Generative AI in MySQL HeatWave
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Combines LLMs, Lakehouse Ingest and Vector Store
Generative AI in MySQL HeatWave
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HeatWave Cluster

HeatWave Node

MySQL Node
3. Vector 

Embeddings

7. Prompt 
Generation

2. Distributed 
parse and 
generate 
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Foundation 
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HeatWave Storage

LLM
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Synergy of Generative AI and AutoML in HeatWave

1/31/25

A differentiator in HeatWave

Advantages:

• Use NL to interact with data coming from AutoML

• More accurate LLM results by filtering irrelevant data

• Faster LLM inference due to smaller search space

HeatWave

InnoDB HeatWave

LLM Vector Store

Natural language 
interaction with data

Traditional ML
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Challenges
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• Reduce the memory size of LLMs
• Maintain an acceptable level of performance and accuracy
• Converting model parameters from high precision to lower-precision data types
• Computations are generally faster when using fewer bits

Quantization: Running LLM Inference in a DB

1/31/25

Source: https://newsletter.maartengrootendorst.com/p/a-visual-guide-to-quantization

FP16 INT8 INT4
16 GB 8 GB 4 GB

LLM with 8b params
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Precise and Complete Segments for RAG
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…
Indexes improve query speed by 
… 
For example, a B-tree index allows 
binary searches… Common types 
of indexes include… Best practices 
for indexing include… While 
indexes improve query 
performance, they introduce 
trade-offs… For example, adding 
an index…

“How does indexing improve database performance, 
and what are the trade-offs of using indexes?”

id segment Cosine 
distanc
e

1 Indexes improve query speed by… 0.36

2 For example, a B-tree index allows binary 
searches…

0.38

3 Common types of indexes include… 0.35

4 Best practices for indexing include… 0.40

5 While indexes improve query performance, 
they introduce trade-offs…

0.40

6 For example, adding an index… 0.42

n_citations=3



Copyright © 2025, Oracle and/or its affiliates29

• max_distance

• segment_overlap

• percentage_distance

Additional Retrieval Options

1/31/25

n_citations=15, percentage_distance=20 

id segment Cosine 
distanc
e

1 Indexes improve query speed by… 0.36

2 For example, a B-tree index allows binary 
searches…

0.38

3 Common types of indexes include… 0.35

4 Best practices for indexing include… 0.40

5 While indexes improve query performance, 
they introduce trade-offs…

0.40

6 For example, adding an index… 0.42
Cosine distance

Fr
eq

ue
nc

y
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Example Applications
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Example 1: Report Generation

1/31/25

Content generation/summary

Augmented 
prompt LLM Produce incident 

reports in natural 
language for an 

operator

Anomaly Detection

Detect anomalous 
sequences of logs

HeatWave AutoML
Unsupervised Anomaly Detection

HeatWave
Generative AI

Continuously 
ingest 
unstructured 
text logs

Summarize incidents 
from sequences of logs

Generate 
Incident 

summaries

Report Generation: HW AutoML + Summarization of anomalous logs
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Example 1: Report Generation

1/31/25

Incident Report

Ask the question (‘What is the main problem in the following collection of logs. Provide a two-sentence summary.’)

“The main problem in this collection of logs is that the memory usage of a particular process (with ID 8145) is 
consistently exceeding the defined memory threshold. This issue is repeatedly highlighted in the logs, and SIGTERM 
signals are sent to the main thread to terminate the process when it exceeds the memory threshold. Would you like 
me to help you with anything else regarding this collection of logs?"

{"analyticsClusterid":"", "component": "mi_driver", "level": "INFO", "ts": 1688777883620, "msg": "[8145:140643603412800] [fit_transform:140] [1.939] fit_transform: Remove non-categorical columns with > 20% missing values. Dropping 0 
columns"}
{"analyticsClusterid":"", "component": "mi_driver", "level": "INFO", "ts": 1688777883805, "msg": "[8145:140643603412800] [fit_transform:147] [1.939] fit_transform: Remove constant columns, Dropping 0 columns"}
{"analyticsClusterid":"", "component": "mi_driver", "level": "INFO", "ts": 1688777964868, "msg": "[8145:140643603412800] [fit_transform:227] [173.397] fit_transform: After feature engineering and transformations, Updated shape : (157776, 
72976)"}
{"analyticsClusterid":"", "component": "mi_driver", "level": "INFO", "ts": 1688777964868, "msg": "[8145:140643603412800] [fit_transform:231] [173.397] fit_transform: col_types_: ['text', 'text']"}
{"analyticsClusterid":"", "component": "mi_driver", "level": "INFO", "ts": 1688777964879, "msg": "[8145:140643603412800] [fit_transform:247] [173.397] fit_transform: class counts: 0 157494\n1 282\nName: label, dtype: int64"}
{"analyticsClusterid":"", "component": "mi_driver", "level": "INFO", "ts": 1688777975619, "msg": "[8145:140641670100736] [run:272] [249.292] (249.29190063476562, 249.29190063476562) (current, max) GB for process 8145 is NOT within 
the threshold 248.94811630249023 GB memory usage"}
{"analyticsClusterid":"", "component": "mi_driver", "level": "INFO", "ts": 1688777975619, "msg": "[8145:140641670100736] [run:279] [249.292] Sending SIGTERM to the main thread"}
{"analyticsClusterid":"", "component": "mi_driver", "level": "INFO", "ts": 1688777975725, "msg": "[8145:140641670100736] [run:272] [250.038] (250.03799438476562, 250.03799438476562) (current, max) GB for process 8145 is NOT within 
the threshold 248.19862747192383 GB memory usage"}
{"analyticsClusterid":"", "component": "mi_driver", "level": "INFO", "ts": 1688777975725, "msg": "[8145:140641670100736] [run:279] [250.038] Sending SIGTERM to the main thread"}
{"analyticsClusterid":"", "component": "mi_driver", "level": "INFO", "ts": 1688777975830, "msg": "[8145:140641670100736] [run:272] [250.782] (250.78213500976562, 250.78213500976562) (current, max) GB for process 8145 is NOT within 
the threshold 247.45304489135742 GB memory usage"}
{"analyticsClusterid":"", "component": "mi_driver", "level": "INFO", "ts": 1688777975830, "msg": "[8145:140641670100736] [run:279] [250.782] Sending SIGTERM to the main thread"}
{"analyticsClusterid":"", "component": "mi_driver", "level": "INFO", "ts": 1688777975936, "msg": "[8145:140641670100736] [run:272] [251.528] (251.52822875976562, 251.52822875976562) (current, max) GB for process 8145 is NOT within 
the threshold 246.70550918579102 GB memory usage"}
{"analyticsClusterid":"", "component": "mi_driver", "level": "INFO", "ts": 1688777975936, "msg": "[8145:140641670100736] [run:279] [251.528] Sending SIGTERM to the main thread"}
{"analyticsClusterid":"", "component": "mi_driver", "level": "INFO", "ts": 1688777976042, "msg": "[8145:140641670100736] [run:272] [252.274] (252.27432250976562, 252.27432250976562) (current, max) GB for process 8145 is NOT within 
the threshold 245.95797729492188 GB memory usage"}
{"analyticsClusterid":"", "component": "mi_driver", "level": "INFO", "ts": 1688777976042, "msg": "[8145:140641670100736] [run:279] [252.274] Sending SIGTERM to the main thread"}
{"analyticsClusterid":"", "component": "mi_driver", "level": "INFO", "ts": 1688777976148, "msg": "[8145:140641670100736] [run:272] [253.02] (253.02041625976562, 253.02041625976562) (current, max) GB for process 8145 is NOT within the 
threshold 245.21044158935547 GB memory usage"}
{"analyticsClusterid":"", "component": "mi_driver", "level": "INFO", "ts": 1688777976148, "msg": "[8145:140641670100736] [run:279] [253.02] Sending SIGTERM to the main thread"}
{"analyticsClusterid":"", "component": "mi_driver", "level": "INFO", "ts": 1688777976253, "msg": "[8145:140641670100736] [run:272] [253.767] (253.76651000976562, 253.76651000976562) (current, max) GB for process 8145 is NOT within 
the threshold 244.46290588378906 GB memory usage"}
{"analyticsClusterid":"", "component": "mi_driver", "level": "INFO", "ts": 1688777976253, "msg": "[8145:140641670100736] [run:279] [253.767] Sending SIGTERM to the main thread"}
{"analyticsClusterid":"", "component": "mi_driver", "level": "INFO", "ts": 1688777976359, "msg": "[8145:140641670100736] [run:272] [254.513] (254.51260375976562, 254.51260375976562) (current, max) GB for process 8145 is NOT within 
the threshold 243.71537017822266 GB memory usage"}
{"analyticsClusterid":"", "component": "mi_driver", "level": "INFO", "ts": 1688777976359, "msg": "[8145:140641670100736] [run:279] [254.513] Sending SIGTERM to the main thread"}
{"analyticsClusterid":"", "component": "mi_driver", "level": "INFO", "ts": 1688777976465, "msg": "[8145:140641670100736] [run:272] [255.261] (255.26065063476562, 255.26065063476562) (current, max) GB for process 8145 is NOT within 
the threshold 242.96588134765625 GB memory usage"}
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HeatWave Lakehouse Navigator and HeatWave Chat
Example 2: MySQL Shell for VS Code
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Loading into Lakehouse
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Manage Lakehouse Tables

1/31/25



Copyright © 2025, Oracle and/or its affiliates36

HeatWave Chat
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Example 3: E-Commerce Platform
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Sentiment Analysis JS Program 
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Review Summary
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Low Level RAG API

Documents
From Object 

Storage 

Vector Store

Retrieved Segments Response

Knowledge 
Preparation

Related Knowledge Retrieval Question Answering

vector_store_lo
ad()

ML_EMBED_ROW
()SIMILARITY_SEARCH()

ML_GENERATE()

Embedding

Embedding

LLM

Similarity
Search

Query Embedding
[0.3, 0.8, 0.2, ……]

User Question

Segment Embedding
This 

document 
describes …

[0.1, 0.2, …]

When a 
HeatWave 
Cluster …

[0.3, 0.5, …]

Queries are 
issued from … [0.9, 0.2, …]

Segment Embedding

HeatWave is a parallel…… [0.1, 0.2, 
0.3,……]

HeatWave consists …… [0.3, 0.5, 
0.6,……]

HeatWave is an in-memory, 
massively parallel, hybrid 
columnar data-processing 
engine …...

1/31/25
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Hybrid Search with Multi Retrievers (Full Text Search + Vector)

Knowledge Preparation Related Knowledge Retrieval Question Answering

Vector Store

User Question

Retrieved
Segments

Response

Query Embedding

Embedding

Embedding

LLM

BM25 
Statistics

RAW Question

Reranker

Raw Text

BM25 Match

Documents
From Object 

Storage 

1/31/25
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• max_distance

• percentage_distance

• segment_overlap

Retrieves segments adjacent to the nearest 
ones

n_citations = 2, segment_overlap = 1 

 retrieved segments: {{1,2}, {3,4}}

Additional Retrieval Options

1/31/25

n_citations=15, max_distance=0.6, 
only the green part will be returned

0.6 0.7

n_citations=15, percentage_distance=20 

0.4
pct_distance  threshold = 0.4 + 0.4 * 20% = 0.48 

Then use 0.48 to filter the segments.

0.48 0.5

id segment Cosine 
distance

1 Super Bowl LVIII was an American football … 0.4

2 In a rematch of Super Bowl LIV from four years 
earlier…

0.6

3 The game was played on February 11, 2024, 
at Allegiant Stadium in Paradise, Nevada. 

0.7

4 This was the first Super Bowl to be held in the 
state of Nevada…

0.5



Example : Personalization
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RAG 

Recommend, Retrieve, and 
Generate descriptions of 

dishes based on user 
preference

Personalized Menu: HW AutoML +  Retrieval Augmented Generation

“Tofu Curry”
“Tofu Biryani”
“Peas Curry”

Restaurant menu
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Recommend dishes based on preferences
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The following is intended to outline our general product direction. 
It is intended for information purposes only, and may not be 
incorporated into any contract. It is not a commitment to deliver 
any material, code, or functionality, and should not be relied
upon in making purchasing decisions. The development, release, 
timing, and pricing of any features or functionality described for 
Oracle’s products may change and remains at the sole discretion 
of Oracle Corporation.
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What is the goal ? 

• Provide  Generative AI capabilities inside HeatWave
• Be able to ask questions in natural language and get back answers
• Be able to query user’s documents stored in the object store and get relevant information

• Give users the option to try out different models from functionality/cost perspective

• Enable a single system that takes advantage of Machine Learning and Generative AI

• Three components:
• Document Ingest
• Vector Store
• LLMs

47 Copyright © 2025, Oracle and/or its affiliates 1/31/25
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