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Pitfalls of running databases on K8s
Placement constraints
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Pitfalls of running databases on K8s
Placement constraints using node selector
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Placement constraints using node affinity
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Pitfalls of running databases on K8s
Placement constraints using node affinity and pod anti-affinity
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Placement constraints using TopologySpreadConstraints and affinity
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Pitfalls of running databases on K8s
Placement constraints using TopologySpreadConstraints
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Pitfalls of running databases on K8s
Ingress
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How to expose DB 
endpoints outside K8s?
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Ingress controller

per namespace
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Ingress
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Ingress controller Gateway API?
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Upgrades
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Best practices of running MySQL on K8s
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● Do you really(!) need to run your MySQL fleet on K8s ?
● Do you really(!) have to run your MySQL fleet on K8s ?
● Do you really(!) must run your MySQL fleet on K8s ?



Best practices of running MySQL on K8s
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● Dedicate some worker nodes to your database workloads
○ Or even whole K8s clusters to your databases

● Consider deploying your instances across K8s clusters
● Use TopologySpreadConstraints + Taints/Tolerations to implement your 

placement strategy
● Consider using the host network for optimal performances and simplicity
● Consider using local storage for optimal performances



Best practices of running MySQL on K8s
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● Choose wisely where you place your proxies, if you need them



Best practices of running MySQL on K8s
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● Do not reinvent the wheel. Use one of the proven operators:
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Going further
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What we need to make running DBs on top of K8s less painful:

● More holistic approach to placement constraints:
○ mysql(i).p1 is different from mysql(j).p2 ⇔ Distance(p1,p2) > 0
○ mysql(i).p1 is at least <X> far from mysql(j).p2 ⇔ Distance(p1,p2) > X 
○ mysql(i).p1 is as far as possible from mysql(j).p2 ⇔Maximize distance(p1,p2)
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What we need to make running DBs on top of K8s less painful:

● More holistic approach to placement constraints:
○ mysql(i).p1 is different from mysql(j).p2 ⇔ Distance(p1,p2) > 0
○ mysql(i).p1 is at least <X> far from mysql(j).p2 ⇔ Distance(p1,p2) > X 
○ mysql(i).p1 is as far as possible from mysql(j).p2 ⇔Maximize distance(p1,p2)

● Simpler ingress semantics
○ Node port but exposed only where the concerned pods are scheduled ?

● An open-source and DB-aware deployment controller
○ Minimize primary switches
○ Minimize SST



Thank you! Questions?
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